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Applications of the data in the Cambridge Structural

Database (CSD) to knowledge acquisition and fundamental

research in molecular inorganic chemistry are reviewed.

Various classes of application are identi®ed, including the

derivation of typical molecular dimensions and their varia-

bility and transferability, the derivation and testing of theories

of molecular structure and bonding, the identi®cation of

reaction paths and related conformational analyses based on

the structure correlation hypothesis, and the identi®cation of

common and presumably energetically favourable intermole-

cular interactions. In many of these areas, the availability of

plentiful structural data from the CSD is set against the

emergence of high-quality computational data on the

geometry and energy of inorganic complexes.
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1. Introduction

This paper reviews the scope of applications of the Cambridge

Structural Database (CSD; Allen & Kennard, 1993; Allen,

2002; Bruno et al., 2002) to molecular inorganic chemistry.

Excellent reviews of this ®eld have appeared in 1994 (Auf der

Heyde, 1994b) and 1998 (BuÈ rgi, 1998) and the main focus of

this paper will be on work reported since 1993. The range of

uses to which the CSD has been put in this ®eld re¯ects the

growing maturity of the crystallographic literature. Single-

crystal X-ray diffraction analysis has, in many areas of mole-

cular inorganic chemistry, become the method of choice for

the identi®cation of new products from synthetic chemistry

programs. Indeed, such is the speed and power of the tech-

nique that it is often quicker and more reliable to determine

the crystal structure (data collection in the morning with an

area detector instrument, solution and re®nement by the end

of the afternoon!) than it is to measure and interpret multi-

nuclear or multidimensional NMR spectra or other `sporting'

characterization data. This tendency is particularly

pronounced in those areas of inorganic chemistry where

spectroscopic data are often of limited value in structure

assignment (p-block chemistry of elements other than P or F;

paramagnetic species; cluster chemistry etc.).

In reality, of course, these techniques are in many ways

complementary, but the upshot of modern practice is a ¯ood of

three-dimensional crystal structure data into the CSD, which

continues to double in size every 7±8 years and now holds over

250000 structures of carbon-containing molecular species (see

Fig. 1). Over 50% of these are metal-containing and fall within



the remit of this review. These, nearly 140000, structures

represent an enormous store of information on coordination,

organometallic and main-group element chemistry, i.e. the

chemistry of the s-, p-, d- and f-block elements. The focus of

the work discussed in this paper is therefore the study of

collections of structures, and the relationship of these struc-

tures to one another and to other aspects of the chemistry of

these compounds, rather than a discussion of individual

structures. The growing and parallel maturity of various

aspects of theoretical and computational chemistry offers new

opportunities to use the CSD as a complement to these

techniques, and to reinforce arguments based on those tech-

niques by comparison with the experimental evidence avail-

able in the CSD.

The report below is divided into various themes, which are,

in part, overlapping and interconnected. They cover applica-

tions ranging from the prosaic (extracting a typical bond

length value etc.) to the more ambitious, such as establishing a

reaction mechanism on the basis of a series of related struc-

tures. These share the common theme of being based on

taking a view of a series of structures with some common

component rather than focusing on individual structures.

2. Molecular dimensions from single-crystal X-ray data
and their reliability

The CSD provides a database of molecular dimensions which

may be of value in situations where direct determination of the

geometry of a molecular species is either unreliable or

impossible. When processed into knowledge (i.e. appropriate

data extracted, errors corrected, data validated etc., statistics

determined) then a range of applications in molecular model

building may be envisaged. Two major studies (Allen et al.,

1987; Orpen et al., 1989; Orpen, 1998) presented typical

intramolecular dimensions for, ®rstly, organic, and secondly, d-

and f-block-element compounds. These analyses were carried

out on a case-by-case basis for earlier and much smaller

versions of the CSD that contained about 20% of the data now

available. More recent attempts to distil the contents of the

CSD into useful knowledge bases have focused on the auto-

mated generation of intermolecular geometry and intramole-

cular geometry libraries: ISOSTAR (Bruno et al., 1997) and

MOGUL (Taylor et al., 2001), respectively. Here the objective

is to build into the knowledge base suitable subsets of the data

present in the CSD arranged by chemical context.

These knowledge bases serve vital, if prosaic, functions, as

follows.

(i) Data validation through comparison of molecular

geometry in a partly or recently determined crystal structure,

or X-ray absorption ®ne structure (XAFS), NMR spectro-

scopy or computationally derived structure determination.

Many such studies have been reported, notably when devel-

oping new force ®elds for molecular-mechanics procedures or

when evaluating the accuracy of quantum-mechanical

methods of geometry optimization (see Cundari et al., 2000;

Burton & Deeth, 1995; Burton et al., 1995). On occasion, the

converse occurs and misleading crystallographically deter-

mined data are corrected using computational information

(Kahr et al., 1995).

(ii) Model building: the provision of geometry for incor-

poration into a structural model, e.g. for use in constrained

protein structure re®nement based on an `ideal' fragment

geometry, or in the solution and re®nement of structures from

powder diffraction data (`ab initio' but based on known and

essentially rigid molecular or sub-molecular components). The

development of reliable models for protein structure re®ne-

ment on the basis of the relatively high resolution single-

crystal diffraction data on small molecules in the CSD has

been the main focus of such studies.

(iii) Information to allow restrained geometry re®nement

for macromolecular or quasi-macromolecular structure

analysis by X-ray methods. Here the object is to add infor-

mation content to the re®nement process while allowing

greater ¯exibility of the re®nement models than is possible

with a constrained model (see Harding, 1999, 2000, 2001).

(iv) Generating models for optimization using say ab initio

molecular orbital (MO) or other theories starting from a

reasonable molecular geometry based on data observed in the

CSD.

(v) Improved parameterization of empirical or semi-

empirical modelling procedures by incorporation of structural

data in the optimization process (see e.g. Halgren, 1996).

All of these functions are based on the fundamental

assumptions that the (partial) molecular geometry excised

from one structure is somehow transferable to a different

crystal structure or molecule. The validity of this assumption

may be questioned and it must be tested in detail, although

over 30 years ago Kitaigorodskii (1970) had no doubts about

its value in the context of organic chemistry, stating without

apparent fear that `the crystalline ®eld does not change the

bond lengths [or angles] of organic molecules'. It has been

tested whether the dimensions of organometallics, coordina-

tion complexes and related species are indeed independent of

the crystal environment in which they are determined (Martin
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Figure 1
Growth in the number of structures recorded in the CSD, 1950±1998.
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& Orpen, 1996; Cotton & Yokochi, 1997; Orpen & Quayle,

2001). The outcome is that there appears to be a minimum

baseline uncertainty in metal±ligand bond lengths of ca 0.01 AÊ

and in valence angles of ca 1±2�. These values apply to the

most rigid and kinetically inert of metal±ligand bonds

([PtCl4]2ÿ for example) and much higher values of uncertainty

are observed for more easily deformed entities (such as

[CuCl4]2ÿ, low-order metal±metal bonds, 14e p-block species

such as [TeCl6]2ÿ etc.; see Fig. 2 and Orpen & Quayle, 2001). It

appears that in addition to the usual experimental uncertain-

ties, which derive from uncertainties in the observations of the

diffraction experiment, there are signi®cant contributions

from the effects of the crystalline ®eld ± the notorious `packing

effects' ± on the molecular structure. There is some (very

weak) correlation between the softness (i.e. inverse of force

constant) of a molecular parameter and the magnitude of the

uncertainty that is associated with it, when evaluated by

comparison with examples of the same parameter in different

crystal environments, and this effect is most notable for

torsion angles. This assumption of transferability is that a bond

parameter has an ideal `natural' value, presumably close to

that which the structure would exhibit in the gas phase. This

assumption has been tested with regard to torsion angles by

Allen et al. (1996).

3. Models of structure and bonding

The CSD offers a wealth of structural evidence against which

to test a given structural hypothesis or to provide inspiration

for the development of new structural models. These models

may take a qualitative form (the hypothesis being of the type:

bond length x will increase as bond angle y decreases) or a

quantitative form, in which a more explicit correlation of

molecular dimensions is posited or a computational model

based on, for example, quantum-mechanical methods is tested

against the experimental data available. A variety of areas

have been addressed in this spirit.

3.1. Metal±ligand bonding

One important family of studies in this area concerned the

effects of a metal (and its co-ligands) on the geometry of a

ligand or family of ligands. This has led to the development of

models of the nature of the metal±ligand bond that can be

tested against the observed patterns of behaviour in the data

extracted from the CSD. The thesis is that we can probe the

nature of the L0nMÐL interaction by varying M (and L0 too, in

principle). The effects of M (and its oxidation state, electron

count, co-ligands etc.) on the geometry of the ligand L and the

MÐL bond length can yield useful information on the nature

of the MÐL interaction. In some instances, it may be helpful

to include a wider range of moieties at the M site and not just

M = transition metal, so that one can inspect cases in which M

is one of a broader range of Lewis acids, such as H+, O, CR�3 .

The qualitative models used in this class of study are typically

based on two aspects of the MÐL interaction, as follows.

(i) L0nMÐL � donation. This is typically the primary

bonding interaction and is likely to be the main in¯uence on

the geometry of L. However, it is noteworthy that the effects

on ligand geometry may not be directly related to the effects

on MÐL bond energy.

(ii) L0nMÐL � bonding (often back donation). This is

typically a secondary effect but may be important both in

terms of the MÐL interaction and in its effects on the

geometry of L.

Interaction (i) gives information on the ligand highest

occupied molecular orbital (HOMO), while (ii) gives infor-

mation on the lowest occupied molecular orbital(s)

[LUMO(s)] of the ligand, when it acts as a � acceptor. Thus,

variation of M (and/or L0) will lead to modi®cation of the

extent of interactions (i) and (ii), and hence provide an

opportunity for monitoring the effect of depopulating the

ligand HOMO (as M becomes a better electron pair �
acceptor) or the population of the ligand LUMO(s) when the

ML0n fragment acts as a better � donor.

This class of study has implications for ligand design in that

as the nature of the MÐL bond becomes better understood, it

may be possible to design the ligand L so as to increase, for

example, the strength of the MÐL bond at the expense of one

or more of the MÐL0 interactions and hence increase reac-

tivity at the MÐL0 bond. In our hands, these studies have

focused on metal±phosphine and related bonds (see e.g.

Garner & Orpen, 1993; Crispini et al., 1996). Others have

studied the behaviour of ligands that have variable oxidation

state, which can be determined from the structural data on the

basis of the ligand geometry (Carugo, 1994). Cundari has

recently reported novel approaches to the study of metal±

ligand multiple bonds (Cundari & Russo, 2001).

Figure 2
Uncertainties of MÐCl bond lengths and ClÐMÐCl bond angles in salts
of perhalometallate anions (Orpen & Quayle, 2001).



3.2. Ligand effects on Lewis acid geometries

The converse approach to that described above may be

based on the same bonding model [interactions (i) and (ii) as

above], but now the information (i) is on the L0nM fragment

geometry and its � acceptor orbital, while (ii) leads to infor-

mation on the L0nM fragment orbitals of MÐL � symmetry.

The geometry of the Ph3BÐNC interaction in

[Mn(CNBPh3)(PR3)(NO)(�-C5H4Me)] and L�BPh3 fragments

in the CSD (where L is a neutral or anionic ligand bound to B)

was studied recently (Bellamy, Brown et al., 1999). The donor

strength of L was characterized according to its ability to

distort the BPh3 unit from planarity. Stronger donor ligands

lead to occupancy of the BPh3 LUMO and cause distortion

towards a pyramidal geometry with smaller PhÐBÐPh angles

and longer BÐC bonds. A negative correlation between BÐC

bond length and CÐBÐC bond angles is observed. In a

similar study of the structure of [Mn(CNSbCl5)(CO)-

{P(OEt)3}(dppm)] and other L�SbCl5 complexes in the CSD,

we sought to use the geometry of the SbCl5 fragment as a

measure of the ligand donor strength (Bellamy, Connelly et al.,

1999). On the basis of these studies, the cyanomanganese

ligand was attributed as a weak donor as it only caused a slight

distortion of the BPh3 and SbCl5 moieties. In both cases (and

the phosphine studies noted above), bonding models that used

Walsh diagrams were employed to give an understanding of

the link between orbital occupancy and geometry.

The study of L�SbCl5 complexes also led to the observation

that cis and trans SbÐCl bond lengths vary almost equally

with variation in L. This is in marked contrast to the received

wisdom about the dominant role of trans in¯uence over cis

in¯uence in metal complex chemistry. Recently, a simple

qualitative model was presented to interpret the variation in

the relative magnitudes of trans and cis in¯uence observed as a

function of electron con®guration in a range of d- and p-block

metal complexes (Anderson & Orpen, 2001). This moves on

from the traditional view of trans in¯uence, which is based

mainly on experience derived from d8-ML4 square-planar

(Bugarcic et al., 1993) and to a lesser extent d6-ML6 octahedral

species (Coe & Glenwright, 2000).

In a major series of studies, Alvarez and co-workers have

focused on a variety of aspects of metal±metal and metal±

ligand interactions to develop and test models based on both

qualitative and quantitative MO theory (Aullon & Alvarez,

1993, 1996, 1997; Alvarez & Aullon, 1999; Aullon et al., 2000;

Liu & Alvarez, 1997, Mota et al., 1993; Palacios et al., 2000). In

general, the focus has been on offering qualitative under-

standing as well as testing more quantitative levels of theory

against the crystallographic data presented in the CSD.

4. Quantitative models

A number of groups have exploited Pauling's semi-empirical

Bond Valence Model to analyse bonding and electronic

structure. This allows (i) rationalization of the variation of

bond lengths in transition and other metal complexes (See et

al., 1998; Palenik, 1997; Wood et al., 2000; Wood & Palenik,

1998, 1999; Jensen et al., 2001) and (ii) assignment of oxidation

states in metal complexes (notably in cases where the ligand

identity is ambiguous or unhelpful in assigning the oxidation

state of the metal in a structure; Shields et al., 2000).

As noted above, the CSD is an invaluable data store for the

parameterization, calibration or validation of quantitative

computational models of structure, whether they are based on

molecular mechanics or on one or more ¯avours of quantum

mechanics, or even combinations of these methods (Burton &

Deeth, 1995; Burton et al., 1995; Rappe et al., 1992).

In many areas, a key goal is the development of a link

between the structure of a complex and its properties. Perhaps

the two most striking areas of application for our purposes are

in the context of the magnetic behaviour of transition metal

complexes and the catalytic behaviour of phosphine

complexes of the late transition elements.

4.1. Magnetism

The correlation of magnetic behaviour and magnetic

coupling has long been established in general, and a number of

studies have sought to place this on a sounder footing by

inspecting the correlation between aspects of the molecular

geometry of copper(II) (and other transition metal)

complexes and their observed magnetic properties (Ruiz et al.,

1997; Cano et al., 2000).

4.2. Phosphine catalysts

Phosphine ligands are of enormous signi®cance in homo-

geneous catalysis, notably in commercialized hydrogenation,

carbonylation and hydrocyanation processes. Their success is

based on the fact that the electronic and steric properties of

the phosphine can be readily manipulated by adjustment of

the substituents at the P atom. The range of substituent types

is enormous and the consequent breadth of phosphine (and

related phosphite, phosphinite etc.) chemistry that has been

developed is considerable. While it is clear that relatively few

`active' catalysts have themselves been the subject of crystal

structure analysis, in many instances the ligand that is

responsible for controlling the catalytic behaviour of the metal

species has been studied quite frequently. This paves the way

for studies with the long-term goal of developing models that

enable the design of improved ligand systems to support

catalysis.

Some key parameters that have been cited as important in

determining the nature of the phosphine±metal bond and the

catalytic properties of the complexes, characterized by crys-

tallography, can be established from data in the CSD. These

include the following.

(i) Ligand cone angles (developed by Tolman, 1977, as a

measure of ligand steric in¯uence) may be readily determined

from CSD data (Mueller & Mingos, 1995; Smith et al., 1997).

(ii) The `natural' bite angles of chelating ligands. This

conceptual device has been studied by van Leeuwen and

others (Dierkes & van Leeuwen, 1999) as a determining factor

in selectivity in hydroformylation reactions. The real bite

angles and their ranges and variability can be derived directly
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from the CSD and compared with computational models of

the same ligand systems to provide corroborating evidence for

the model(s).

(iii) The range of conformation of ¯exible ligands. The great

majority of phosphine ligands that are of interest in homo-

geneous catalysis are ¯exible by virtue of the range of

conformations that the substituents at P can adopt or the

¯exibility of saturated chelate rings. Here we investigate the

likely conformations and their range of availability and hence

obtain some idea of the `pocket' into which substrates bind in

the catalytic reaction cycles of metal±phosphine complexes

(see e.g. Kadyrov et al., 1999; Brunner et al., 1998; Harris et al.,

2001; Beyreuther et al., 1996; Morton & Orpen, 1992).

The outcome of these studies is progress towards qualita-

tive, and eventually quantitative models that relate activity,

and other parameters indicating usefulness of a catalyst

system, to the structure. Such models, for example the quan-

titative analysis of ligand effects (QALE) by Prock, Giering

and co-workers (see e.g. Fernandez et al., 2000), are challen-

ging, not least because of the ¯eeting nature of some catalytic

cycles and their transition states. In contrast to biological

catalysts, where the complexity and bulk of the enzyme

preclude dramatic changes in the rate-determining step or

other aspects of the mechanism, in homogeneous catalysis a

reaction step may well cease to be rate-determining as the

catalyst (or the ligand on which it is based) is elaborated away

from the known system.

5. Reaction pathway analysis

The core of the structure correlation hypothesis, advanced by

BuÈ rgi & Dunitz in some classic papers from 1973 onwards

(BuÈ rgi & Dunitz, 1983), is that for a sub-molecular fragment,

the local molecular or crystal environment acts as a pertur-

bation on the fragment or molecular geometry and therefore

samples the range of energetically accessible geometries that

the fragment might adopt. This hypothesis has been developed

to afford insight into the nature of the structure±energy

correlation and applied to a range of systems, both organic and

organometallic in nature.

One major strand of these studies has been the variation of

geometry within the coordination sphere of metals. This has

taken a variety of forms, derived from studies of large

collections of four-, ®ve- and higher coordinate metals. The

central aims have been: (i) to investigate SN1, SN2 and other

reaction mechanisms of ligand substitution and exchange (see

e.g. BuÈ rgi & Dunitz, 1983; Yao et al., 2001) and (ii) to follow

unimolecular reactions involving e.g. the interconversion of

alternative coordination geometries (see e.g. Alvarez &

Llunell, 2000; Alvarez, Pinsky, Llunell & Avnir, 2001; Alvarez,

Pinsky & Avnir, 2001; Raithby et al., 2000).

In earlier studies, BuÈ rgi, Dunitz and others exploited

symmetry-adapted distortion measures (see Dunitz, 1979) and

principal component analysis and other statistical techniques

to extract information from the mass of data (see Auf der

Heyde, 1994a).

In more recent examples, Avnir & Alvarez and their co-

workers have used continuous symmetry techniques to

quantify the range of distortions from ideal geometries

(Alvarez & Llunell, 2000; Alvarez, Pinsky, Llunell & Avnir,

2001; Alvarez, Pinsky & Avnir, 2001; Zabrodsky & Avnir,

1995; Keinan & Avnir, 2001a,b). Allen, Howard and co-

workers have used alternative methods to quantify the

distortions of coordination complexes from archetype

geometries (Yao et al., 2001).

In work that did not explicitly use the CSD, Crabtree &

Lavin (1986) studied the trajectory of CO exchange in

dinuclear iron complexes using the structure correlation

method, looking at the geometry of a single carbonyl ligand in

a variety of di-iron species. In contrast, Johnson, Mann and

others have used structure correlation methods to investigate

the mechanism of CO exchange processes in metal cluster

carbonyl species in which multiple CO ligands undergo site-

exchange simultaneously (see Mann, 1997; Johnson, 1997, and

references cited therein)

Intermolecular reaction studies on inorganic species have

been less common and include the work of Crabtree on alkane

CÐH activation through direct interaction with transition

metals (Crabtree et al., 1985) and that of Brammer on proton

transfer in NH� � �Co and N� � �H±Co species (Brammer et al.,

2000).

6. Conformational analysis

The crystal structure analysis of an individual complex only

determines the equilibrium geometry of that species in a

particular crystal ®eld. There is no information about possible

conformations far from this equilibrium position. As noted

above, studies of collections of crystal structures containing

the same or similar (sub-) molecular fragments offers the

opportunity to examine how the crystal ®eld perturbs the

geometry of the fragment. In the case of conformationally

¯exible molecules (which are ubiquitous in inorganic chem-

istry) the variation in crystal environment will allow a more

complete sampling of the conformational potential-energy

hypersurface than in many of the `reaction path' analyses

noted above. BuÈ rgi & Dunitz (1983) noted this early and

studied some key conformation interconversions. The objec-

tives in this class of study include: (i) identi®cation of common

(preferred) conformers; (ii) interpretation of the pattern of

common conformers and trails of observed structures between

them in terms of the characteristics of the potential-energy

hypersurface; (iii) comparison of the distribution of structures

with the computed potential-energy hypersurface; (iv) links

between the observed conformations and other aspects of the

molecular geometry, such as the coordination stereochemistry

of the metal to which a ¯exible ligand is coordinated.

Most studies of this sort have focused on the variation in

conformation in metal complexes of ¯exible ligands. For the

most part, the ligand systems studied have been either (satu-

rated) chelate species, including macrocycles (see Harris et al.,

2001; Beyreuther et al., 1996; Morton & Orpen, 1992; Donnelly

& Zimmer, 1999; Zimmer, 2001; Raithby et al., 1997a,b;



Leuwerink et al., 1993) or the coupled rotations of aryl

substituents attached to the ligand contact atoms (Barker &

Orpen, 1999; Costello & Davies, 1998; Costello et al., 1999;

Hunger et al., 1998). Relatively few studies have been

conducted on ligand systems with alkyl substituents (Smith &

Coville, 2001; Smith et al., 1998) or rather rigid systems such as

porphyrins (but see Cullen et al., 2001).

The range of statistical methods employed is notable:

principal component analysis, neural networks and cluster

analysis of various sorts have been used in addition to more

traditional methods, such as graphical (scatterplots) and

descriptive statistics based on torsion angles. Other specially

derived approaches have been used for ®ve-membered rings

(Altona±Sundaralingam; Altona & Sundaralingam, 1972) and

other cyclic systems (Cremer±Pople puckering parameters;

Cremer & Pople, 1975). In all cases, the symmetry of the

conformation space, as described by Longuet-Higgins, Mislow

and others (Longuet-Higgins, 1963; Mislow, 1966), and applied

to this ®eld of study by BuÈ rgi, Dunitz and others (Dunitz, 1979;

BuÈ rgi & Dunitz, 1983) must be considered. The objectives of

using principal component analysis is to identify the `best' way

to view the data set by projecting the usually high-dimensional

data set onto a more ef®cient set of mutually orthogonal axes

which are linear combinations of the original (torsion angle)

axes. In cluster analysis, objective groupings of structures are

sought, usually in order to identify sets of similar conforma-

tions corresponding to distinct conformers. Neural-network

methods have been used to map the connections between such

groups of structures (Beyreuther et al., 1996).

7. Intermolecular interactions in crystals

Crystallography provides the best quality information avail-

able on the geometry and popularity of interactions between

functional groups. This has meant that many studies have been

made of the geometry and prevalence of various inter-

molecular interactions in crystals, perhaps most notably the

hydrogen bond in its various forms. The rapid rise of supra-

molecular chemistry and related ®elds, such as pharmaco-

phore design, crystal engineering (or more speci®cally crystal

synthesis based on molecular species) and the like, has rein-

forced interest in this well established type of database study.

In many instances, these studies have attempted to quantify

the importance and characteristics (primarily geometric) of

these interactions. By far the most studied interaction type is

hydrogen bonding in its many manifestations, but a range of

more exotic interaction types peculiar to inorganic chemistry

have also attracted attention.

7.1. Hydrogen bonds

While there is an immense literature on hydrogen bonding

based on solid-state organic chemistry, there is a substantial

body which has its origins in molecular inorganic chemistry.

The inorganic context has proved, as one might instinctively

expect, to be a rich environment in which to explore exotic

hydrogen-bond types. Among those that have been studied

are: (i) metals as hydrogen-bond acceptors (M� � �HD; see

Brammer et al., 1995; Braga, Grepioni, Tedesco, Biradha &

Desiraju, 1997); (ii) metal and other hydrides as hydrogen-

bond acceptors (so-called dihydrogen bonds; MH� � �HD,

BH� � �HN etc.; see Braga et al., 1998; Klooster et al., 1999); (iii)

metal-bound ligands as hydrogen-bond acceptors (MÐ

X� � �HD, X = halide, CO, NCS etc.; Aullon et al., 1998;

Brammer et al., 1999, 2001; Tchertanov & Pascard, 1997;

Dadon & Bernstein, 1997); (iv) Organometallic species as

hydrogen-bond donors (MÐCH� � �A etc.; Braga et al., 1995);

(v) `organic' hydrogen bonds, in which the functional groups

(ÐCO2H etc.) are familiar from organic chemistry and are

present as substituents on ligands attached to organometallic

or coordination complexes of inorganic elements (Biradha et

al., 1996; Braga, Grepioni, Walther et al. 1997; Jones & Ahrens,

1998).

7.2. Secondary bonding

The seminal work of Alcock (1972) indicated that what he

termed secondary bonding, namely the hypervalent inter-

molecular interactions of the heavier p-block elements, was

the functional equivalent of hydrogen bonding in the chem-

istry of those elements. This idea has proved remarkably

prescient and has been explored in both database and

experimental studies seeking to establish its validity. These

interactions have much in common with hydrogen bonds, both

conceptually, i.e. as three-centre four-electron systems

(Landrum & Hoffmann, 1998; Starbuck et al., 1999), and

practically, in their ability to form networks with a high

probability of occurrence.

7.3. Aurophilic interactions

The work of Schmidbaur (2001) and others has emphasized

the attractive interactions that exist between gold(I) centres in

molecular chemistry, and Pyykko (1997) and others have

provided an understanding of the origins of this effect.

Desiraju has explored the in¯uence of such interactions in

crystal structures of gold(I) species (Pathaneni & Desiraju,

1993), while analogous AgI� � �AgI and CuI� � �CuI (Liu et al.,

1998) interactions have been noted.

7.4. Interligand interactions

The importance of dipole±dipole interactions in both

organic and inorganic carbonyl species has been noted (Allen

et al., 1998). Dance and co-workers have explored the inter-

molecular chemistry of a range of polyphenylated systems,

usually involving metal complexes (salts of PPh�4 and PPN�,

complexes of 2,20-bipy, o-phen and PPh3 etc.; Dance &

Scudder, 1996, 2000a,b, 2001; Lewis & Dance, 2000a,b; Russell

et al., 2001; Scudder & Dance, 1998a,b, 2000; Steiner, 2000).

Crystal structures of these species show remarkably persistent

motifs in which attractive (by computation) edge±face inter-

actions between sets of phenyls are present. These interactions

might be termed hydrogen bonds by some workers, but irre-

spective of terminology, they seem in¯uential in determining
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the molecular packing arrangement adopted in the crystal

structure.

7.5. Ligand±s-block metals

There has been considerable interest in the `intermolecular'

interactions of biologically important metals, largely from the

s block (Ca, Mg, but also Zn and the Group 1 metals; see Bock

et al., 1995; Katz et al., 1996; Pidcock & Moore, 2001). These

interactions are arguably within the s-block metal's coordi-

nation sphere and are therefore properly called intramole-

cular in character. However, for both historical and practical

reasons (the lability of these bonds in solution for example)

these interactions have been termed intermolecular and are

classi®ed as such.

7.6. Agostic interactions

In contrast to the prevalence of the electron-rich (three-

centre four-electron) intermolecular hydrogen bond, there is

relatively little information available on intermolecular elec-

tron-de®cient (three-centre two-electron) agostic bonding

(M� � �HC etc.). Nevertheless, studies have been conducted to

establish patterns of geometry in the data that are available

(Braga et al., 1996).

7.7. New approaches

While many studies have focused on individual types of

interaction, the Cambridge Crystallographic Data Centre

produces an automatically compiled knowledge base,

ISOSTAR (Bruno et al., 1997), in which interactions between

(organic) functional groups drawn from both the CSD and the

Protein Databank (PDB; Berman, 2002) are recorded, as well

as some computational data. The information derived is

presented in a number of ways, including `propensity' plots in

which the number of intermolecular contacts per voxel is

compared with that to be expected in a random interaction

geometry. These plots together with the geometric informa-

tion may be generated for more orthodox collections of

structural data harvested from the CSD.

8. Space groups and molecular packing

Prediction of the way in which molecules pack in crystal

structures is a key unsolved problem in modern chemical

crystallography. Understanding the packing of organometallic

and inorganic molecular complexes is no less troublesome

than the same problem in organic solid-state chemistry, and

indeed may be more complex because of the greater softness

of organometallics and the problems of adequately modelling

both the intramolecular and intermolecular aspects of

geometry. While computational approaches to the prediction

of crystal structures (see e.g. Schmidt & Englert, 1996) and the

study of alternative packings (Braga et al., 1994) have met with

some success, more energy has been focused on the rationa-

lization and analysis of observed packings. Mingos (see

Mingos & Rohl, 1991; Rohl & Mingos, 1993) and Braga and

co-workers (see Braga et al., 1993) have studied the way in

which the overall shape and size of ions in complex salts is

related to their packing motifs.

9. Conclusions

The diversity of applications noted in this review indicates the

growing maturity of the CSD in respect of molecular inorganic

chemistry. However, it is clear that much more will be possible

in due course as the volume of data on the inorganic elements

grows. In crude terms, there are complexes and compounds of

approaching 100 `inorganic' elements to be studied on the

basis of less than 140000 structures in the present CSD; this

contrasts with >110000 structures in the CSD on which to

formulate studies of the structural chemistry of some 15

`organic' elements (i.e. those non-metals above the Zintl line

in the p-block which form substantial numbers of compounds).

The great variety of molecular chemistry, both intramolecular

and intermolecular, offers endless challenges to the structural

chemist in mining the CSD for knowledge that might afford

deeper insights into the geometric behaviour of these species,

and in testing the best computational methodologies that

might be employed to help convert this knowledge into

understanding. Thus, our objective must be to develop tools

for the analysis of rapidly increasing quantities of structural

information, and to move towards a synthesis of the new

understanding in a way that facilitates a new and knowledge-

based approach to chemistry.

I thank the many chemists and crystallographers who

synthesized the compounds and determined the structures

discussed in this paper, and Helena Dumycz for assistance in

its preparation.
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